
ORIGINAL PAPER

Paul Winget Æ Timothy Clark

AM1* parameters for aluminum, silicon, titanium and zirconium

Received: 22 November 2004 / Accepted: 3 January 2005 / Published online: 19 August 2005
� Springer-Verlag 2005

Abstract Our extension of the AM1 semiempirical
molecular orbital technique, AM1*, has been parame-
terized for the elements Al, Si, Ti andZr. The basis sets for
all four metals contain a set of d-orbitals. Thus, AM1*
parameters are now available forH, C,N, O andF (which
use the original AM1 parameters), Al, Si, P, S, Cl, Ti, Mo
and Zr. Special attention was paid to reproducing
homolytic and heterolytic bond-dissociation energies
correctly. Such bond-energy data help to avoid eccen-
tricities in the parameterization caused by inaccurate
experimental heats of formation. The performance and
typical errors of AM1* for the newly parameterized ele-
ments are discussed. Generally, the newmethod performs
less well than established techniques for heats of forma-
tion but considerably better for the heats of reaction.

Keywords AM1* Æ Parameterization Æ Aluminum Æ
Silicon Æ Titanium Æ Zirconium Æ Semiempirical
MO-theory

Introduction

We recently [1] introduced an extension of AM1
molecular orbital theory [2], named AM1*, which uses
d-orbitals for the elements P, S, Cl and a slight modifi-
cation of Voityuk and Rösch’s AM1(d) parameters for
Mo [3]. AM1* performs significantly better than AM1
for P-containing, S-containing and Cl-containing com-
pounds but retains its advantages (good energies for
hydrogen bonds, higher rotation barriers for p-systems

than MNDO [4, 5] or PM3 [6–8]) for the elements H, C,
N, O and F. We now report AM1* parameters for
aluminum, silicon, titanium and zirconium, which are
important in zeolite [9] and olefin polymerization
chemistry [10]. Because the experimental data for heats
of formation of compounds of the four metals are rel-
atively sparse and prone to errors, we have for the first
time paid special attention to reproducing homolytic
and heterolytic bond-dissociation energies as closely as
possible in order to produce a robust parameterization.
Using such bond energies should ensure the correct
chemical behavior for most reactions, although the error
in calculated heats of formation compared to experiment
may become higher.

Theory

AM1* for the four new elements uses the same basic
theory as outlined previously [1] with the exception that
the core–core repulsion potential for the Ti–H interac-
tion used a distance-dependent term dij, rather than the
constant term used for core–core potentials for all other
interactions in AM1* [1]. A distance-dependent dij was
also used for the Mo–H interaction in AM1(d) [3]. The
core–core terms for Ti–H and Zr–H are thus:

Ecoreði� jÞ ¼ ZiZjq
0
ss 1þ rijdij exp �aijrij

� �� �
ð1Þ

where all terms have the same meaning as given in Ref.
[1].

The parameterization techniques were those reported
in Ref. [1] and will not be described further here.

Parameterization Data

Parameterization data for silicon and aluminum were
taken largely from the MNDO/d parameterization
dataset [11, 12], but were extended with data from the
PM3 [7] and AM1 [13, 14] datasets. Since these sets are
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Erlangen-Nürnberg, Nägelsbachstraße 25, 91052 Erlangen,
Germany
E-mail: clark@chemie.uni-erlangen.de

J Mol Model (2005) 11: 439–456
DOI 10.1007/s00894-005-0236-y



dominated by the heats of formation, we have added a
series of geometrical parameters based on DFT geome-
tries to give greater coverage to a number of underrep-
resented bond types, such as Al–Al, Al–S, Al–P, Si–S
and Si–P bonds.

The data set for compounds involving Ti was based
on the MSINDO parameterization for third-row tran-
sition metals [15]. However, this data is based predom-
inantly on very small molecules (Ti(Cp)2Cl2 is the only
compound larger than five atoms). Because of this, we

expanded the data set to include titanium compounds
with heats of formation in the NIST WebBook database
[16] and used calculated geometrical values. Since no
previous data sets for Zr compounds existed, we have
based our parameterization on available heats of for-
mation from the NIST WebBook and calculated
geometries.

In addition to the standard parameterization target
values, we have added a series of calculated reaction
energies (dimerization, adiabatic ionization potentials,

Table 1 AM1* parameters for
the elements Al, Si, Ti and Zr

aDistance-dependent d [Å�1]
according to Equation (1)
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electron affinities and homo-lytic and heterolytic bond
cleavage) to supplement the data sets. This is somewhat
inconsistent with using heats of formation rather than
Born–Oppenheimer energies, however the near atom-
additivity of thermal corrections [17] allows minimiza-
tion of these quantities simultaneously. The use of

reaction energetics increases the scope of the parame-
terization data, particularly in the case of transition
metals, where heats of formation are sparse. In addition,
the use of feasible chemical processes (rather than the
rather contrived, but convenient, heat of formation) in
the optimization procedure should increase the appli-

Table 2 Experimental and calculated heats of Formation, dipole
moments and vertical ionization potentials for the aluminum
training set. Calculated ionization potentials are those given by
Koopmans’ theorem. The errors are a (< 5 kcal mol�1),

c (5–10 kcal mol�1), d (10–20 kcal mol�1) and b (>20 kcal
mol�1). The color codes for dipole moments (in Debye) are a < 0.5,
c 0.5–1, d >1 and for ionization potentials (eV) a < 0.5, c 0.5–1, d

1–2 and b >2
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cability of semiempirical methods to chemical applica-
tions. While reaction enthalpies are often used to eval-
uate the appropriateness of a particular parameter
minimum they are not generally included in the
parameterization procedure.

While the NIST WebBook makes a large amount of
data available, many data points are of uncertain
accuracy, particularly for transition metal complexes.
For example, the heats of formation of large titanium
complexes are calculated relative to Ti(Cp)2Cl2, which
may not be consistent with data with the smaller
compounds.

To avoid having our parameterization skewed by
possibly erroneous data, heats of formation, dipole
moments and geometries were checked using the fol-
lowing DFT-based scheme with the exception of tet-
raphenylsilane and ((CH3)3Si)3N. Geometries were
optimized using the Becke gradient corrected exchange
functional [18] in conjunction with the Lee–Yang–Parr
correlation functional [19] with three parameters
(B3LYP [20]), as implemented in Gaussian 98 [21].
For compounds which contained Ti or Zr the LAN-
Ldz basis set [22–24] was used for and for all of the
other compounds the 6-31+G(d) [25–29] basis set.
Harmonic vibrational frequencies were also calculated
at this level and used for extrapolation to 298 K.
Single point B3LYP/LANLdz+++//B3LYP/LAN-
Ldz and B3LYP/6-311+G(2d,f)//B3LYP/6-31G(d)
calculations [30, 31] were used to refine the energies
and dipole moments. Heats of formation were calcu-
lated using these Born–Oppenheimer energies and the
thermodynamic corrections derived from the smaller
basis set by optimizing the atomic parameters through

a multi–linear least squares analysis. This method has
been demonstrated to give more accurate results than
the a priori atomic values [17].

We will draw special attention to some molecules for
which the situation is unclear.

We removed four molecules from the training set,
disobutylaluminum hydride, aluminum nitride, AlOF2

and Al(Cl)2(i-Bu).
Rather than attempting to gather a comprehensive set

of reactions, we have chosen a representative series. In
doing so, we have relied exclusively on calculated ener-
gies, rather than reactions where heats of formation exist
for all the compounds involved. In addition to allowing
greater coverage as to the nature of the bonds being
broken and formed, this method has the advantage that
the systematic nature of the DFT calculations helps us
to create a consistent parameterization.

The final set contains 234 heats of formation 284
reaction energies, 27 ionization potentials, 23 dipole
moments, 351 bond lengths and 112 bond angles. The
individual datasets and the values used for parameteri-
zation are outlined in the tables and supplementary
material. These and other parameterization data will
soon be made available as a freely accessible web-based
dataset [32, 33].

Parameterization

The only change to the parameterization procedure from
that reported previously [1] was that we determined
appropriate weighting factors for each of the compo-
nents in the error function. Despite numerous additions

Table 2 (Contd.)
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to the parameterization data, the weighting factors used
have remained constant since MNDO. As Dewar and
Holder noted in the parameterization of AM1 for alu-
minum, the choice of weighting factors was originally
developed by trial and error based on ‘‘chemical
acceptability of the results for as many additional mol-
ecules and properties as the available data will allow’’.
As we have observed previously [1], the current com-

position of data sets and weighting factors emphasizes
heats of formation (as a larger number of data of this
type has been added relative to the others) at the expense
of the other factors. The new weighting factors were
determined so that the error function at the minimum
was composed of approximately one-third each of the
heats of formation and reaction energetics. The
remaining third consisted of errors in dipole moments,

Table 3 DFT and semiempirical calculated energies for the reactions used in the aluminum training set. The errors are indicated as for
Table 2
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ionization potentials and geometries. This led to the
choice of 1 mol kcal�1 for the reaction, whereas the
MNDO values were retained for the rest of the error
function.

Results

The optimized AM1* parameters are shown in Ta-
ble 1. Most of the parameters are quite consistent
along the second row. Above all, the d-type polariza-
tion functions on Al and Si have the expected diffuse
exponents.

Geometries were optimized with the new AM1*
parameterization using VAMP 8.1, [34] while the AM1,
PM3 and PM5 calculations used LinMOPAC2.0 [35].
The two programs give essentially identical results for
the Hamiltonians that are available in both.

Aluminum

The results for aluminum are summarized in Table 2.
The overall MUE is approximately equal to that of the
DFT-based methods (MUE=12–15.3 kcal mol�1,
depending on the basis set).

Particularly large errors in AM1* occur in fluorinated
compounds such as AlF2O

� (�47.3), AlF+ (46.8), AlC
(�44.2) and AlF4

� (�42.8). The MUE for compounds
containing fluorine is 18.6 kcal mol�1, significantly
higher that overall. In addition, oxygenated compounds
are represented by Al2O

+ (29.6) and AClO (�33). Both
the fluorine-containing and oxygen-containing com-
pounds have mean signed errors (MSE) near zero,
indicating that there is no residual systematic error.
Generally, AM1* performs comparably to AM1 and
PM5 for the heats of formation and very well for the
three available dipole moments. The four semiempirical
methods are comparable for the ionization potentials.

However, our parameterization set also consisted of a
series of reactions, as outlined above. Table 3 shows the
results obtained.

For the reactions examined, the seven adiabatic ion-
ization potentials have an MUE of 13.5 kcal mol�1,
and the five electron affinities are in error by 15.9 kcal
mol�1. This indicates that in the errors in the ions and
the neutral compounds are consistent. The dimerization
energies are well predicted, about 5 kcal mol�1, with the
exception of AlCl3, where the dimer is too strongly
bound despite relatively accurate predictions of the heat
of formation of the monomer and the dimer. The bond
homolysis energies are particularly well predicted with
an MUE of 9.3 kcal mol�1. The Al–O and Al–S bonds
are predicted to be too strong, while Al–C and Al–Si
bonds are slightly too weak. Bond heterolysis is less
accurate, an MUE of 28.9 kcal mol�1, with the largest
errors coming from cases resulting in a negatively
charged aluminum, with H+, F+, and Cl+ as the other
products. These errors are a direct result of the incorrect
ionization potential of those species, and are seen in all
of the reactions examined here.

The geometric parameters used for the parameteri-
zation and the results obtained with the four semiem-
pirical methods are shown in Table S1 of the
supplementary material. A statistical analysis of the re-
sults is shown in Table S2. For aluminum compounds,
the AM1* bond lengths are systematically too short by
0.13 Å. This is primarily a result of Al-halogen bonds,
where F–Al bonds and Al–Cl are 0.15 and 0.24 Å in
error, respectively. This systematic error in chlorine
bonds was noted previously [1] in our parameterization
for chlorine, and is seen for the other metals as well. The
errors in bond distances with Al for the other first row
elements are quite small, less than 0.05 Å. The corre-
sponding errors with second-row elements are also fairly
large, although they are typically based on only one or
two observations.

Table 3 (Contd.)
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Most significantly, however, the methods (AM1,
PM3 and PM5) that were parameterized using only
heats of formation for energies show significant weak-
nesses when calculating heats of reaction. Thus, al-
though AM1* is no improvement on the other methods
for heats of formation, it provides a very important

improvement in heats of reaction, suggesting a generally
more robust parameterization. We will return to this
point in the discussion. As noted previously [1], the
MNDO/d parameterization is particularly robust.
MNDO/d gives comparable results to AM1* for the
heats of reaction.

Table 4 Experimental and calculated heats of Formation, dipole moments and vertical ionization potentials for the silicon training set.
Calculated ionization potentials are those given by Koopmans’ theorem. The errors are color coded as for Table 2
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Silicon

The results obtained for heats of formation, dipole
moments and ionization potentials for silicon com-
pounds are shown in Table 4.

The AM1* errors in heats of formation for silicon
compounds are larger than for aluminum compounds
and significantly larger for the other semiempirical
methods. This is unlikely to be an experimental problem
as the errors given by the DFT calculations for this
dataset are smaller than those for aluminum
(MUE=5.6–10 kcal mol�1). In particular, compounds
with Si–Si bonds are predicted poorly with dominant
errors due to the alkyl substituted disilanes, such as
hexamethyldisilane (�42.2), pentamethyldisilane
(�34.22), and 1,1,2,2-tetramethydisilane (�32.6). While
these errors are fairly large, they are systematic and the
trends observed on methylation are reproduced cor-
rectly. This systematic error is introduced by corre-

sponding large positive errors in hexachlorodisilane
(71.6) and trisilane (55.1).

Extremely small compounds such as silicon nitride
(�86.3) and silicon dicarbide (�53.6) also exhibit large
errors, but are not expected to be important for the
typical silicon chemistry to be treated by AM1*.

The large errors for Si(OCH3)4, silicon tetrafluoride
(�32.9) and SiOF2 can be attributed to the limitations in
oxygen and fluorine parameters that noted previously [1]
and above.

Despite the relatively large errors in the heats of
formation, those for the series of reactions is on a par
with those for aluminum. Table 5 shows the calculated
heats of reaction for silicon compounds.

The ionization potentials and electron affinities have
MUEs of 18.7 and 16.4 kcal mol�1, comparable with
those for aluminum. The bond homolysis energies have
an MUE of 8.3 kcal mol�1, indicating a high degree of
accuracy. The largest errors are found for the Si–Si bond

Table 4 (Contd.)
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energies where, errors of 2.6, 10.7, 12.2 and 18.0 kcal
mol�1 contribute to the errors in the heats of formation
of the di-silanes and trisilanes. Oxygen–silicon bonds are
predicted well with errors of 5 kcal mol�1 when the for

Si–OH bonds, and 13 kcal mol�1 for Si–OCH3. The
errors in sulfur–silicon bond energies do not show this
dependence on the leaving group. Bond-heterolysis er-
rors are again dominated by the errors in the ionization

Table 5 DFT and semiempirical calculated energies for the reac-
tions used in the silicon training set. The errors are color coded as for Table 2
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potentials of monoatomic groups. Once again, MNDO/
d gives results comparable to those obtained with
AM1*.

Tables S1 and S2 of the supplementary material also
show geometrical details for the silicon compounds. The
errors in the AM1* bond lengths for silicon-containing
compounds are smaller than those for aluminum, partly
reflecting their increased weight in the error function
because of their number. Silicon–nitrogen bonds are too
long by about 0.22 Å, and Si–Si bonds are typically too
short by 0.28 Å. The H–Si bonds have an MUE of 0.12
and the C–Si bonds a MUE of 0.04 Å, and, contrary to
the aluminum case, F–Si bonds are only in error by
0.11 Å, and Si–Cl bond lengths are extremely well pre-
dicted with an MUE of 0.02 Å.

Titanium

The results for the experimental parameterization data-
set for titanium are shown in Table 6.

The overall error in the heats of formation for tita-
nium compounds is dominated by three compounds,
TiH4 (115.3), Ti(Cp)2(O(CO)CCl3)2 (156.9) and (Me3-
Si)4Ti (174.4), which are all predicted to be significantly
more stable than the experimental data indicates. TiH4 is
a particularly challenging task, and despite introduction
of a distance-dependent core–core term (see above) re-
mains significantly in error. While this term was unable
to limit the error in this compound, it was able to in-
crease the accuracy of reactions involving the breaking
of other H–Ti bonds. The error in (Me3Si)4Ti reflects an
overall trend in underestimating the steric repulsion of
large substituent groups, with tetrakis(neopentyl)tita-
nium having an error of 61.8 and tetrabenzyl titanium
also to stable by 63.1 kcal mol�1. To a lesser degree,
this underestimation of steric repulsion is reflected in the
series of tetra-n-alkoxy compounds, where the entire
series is in error by about 28 kcal mol�1, Ti(O-Et)4

(25.6), Ti(O-n-Pr)4 (28.3), Ti(O-n-Bu)4 (27.8), and Ti(O-
n-Pe)4 (33.7). While the errors in these compounds are
somewhat larger than desired, their systematic nature
allows the model to be used for chemical reactions.
Another error to note is that of titanocene where the
error is �66.5 kcal mol�1, however the DFT calcula-
tions also give a similar error.

The results for the heats of reaction for titanium
compounds are shown in Table 7.

The adiabatic ionization potentials for titanium
compounds are significantly underestimated with a
MUE of 81.8 kcal mol�1 (approximately 3.5 eV), much
higher than desired. The atomic ionization potential is
only 1.5 eV in error, which is comparable to the other
elements. The MUE in bond-homolysis energies,
17.8 kcal mol�1, is higher than for Al and Si. The
largest error is for the breaking of the Cp–Ti bond
(37.9 kcal mol�1), about five times the C–Ti bond
homolysis error of 8 kcal mol�1. In contrast to titanium
hydride, the H–Ti bond-homolysis energies are only in
error by 15 kcal mol�1. The bond-heterolysis energies
have an MUE of 62.0 kcal mol�1. When the positive
charge resides on the Ti fragment, the energy is under-
estimated by 90 kcal mol�1, which is directly compa-
rable to the error to the ionization potential.

In contrast to previous semiempirical parameteriza-
tions, the geometrical data for titanium is depends lar-
gely on calculated data.

Tables S1 and S2 show geometrical parameters for
the titanium compounds. The overall MUE in bond-
lengths for AM1* is 0.12 Å, and bond angles, 11.4�.
The errors in bond lengths compare favorably with
those for Al and Si but those for bond angles are twice
as large. However, they are dominated by errors in H–
Ti–H and Ti–O–Ti angles. The bond length for tita-
nium hydride is significantly in error (0.37 Å) and
skews the error for H–Ti bonds. Without this com-
pound, the error is generally 0.2 Å, more in line with
the other elements. Carbon–titanium bonds comprise a

Table 5 (Contd.)
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large portion of the data and are well predicted, al-
though there is a difference in the MUEs of p and r
bonds, with 0.06 and 0.15 Å, respectively. The results
of the parameterization for the experimental heats of
formation and DFT heats of reaction are shown in
Tables 8 and 9, respectively.

Zirconium

As for titanium, the errors in the heats of formation for
zirconium compounds are dominated by ZrH4

(95.3 kcal mol�1) and (Me3Si)4Zr (146.9 kcal mol�1).
The systematic underestimation of steric repulsion in

Table 6 Experimental and calculated heats of Formation, dipole moments and vertical ionization potentials for the titanium training set.
Calculated ionization potentials are those given by Koopmans’ theorem. The errors are color coded as for Table 2
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AM1 is reflected in the error for tetrakis(2,2-dimethyl-
propyl)zirconium (44.6 kcal mol�1) and tetrabenzyl
zirconium (20.7 kcal mol�1). The results for ZrH are
also analogous to the titanium situation where the error
in this one compound is large while the results for the
series of hydrogen–zirconium reactions are predicted
with useful accuracy.

The error in the ionization potentials is lower for
zirconium than for titanium, 36 kcal mol�1. The atomic
ionization potential is overestimated by 10 kcal mol�1,
increasing by 20 kcal mol�1 with each additional
hydrogen substitution. The bond-homolysis energies
have an MUE of 13.7 kcal mol�1. When examining li-
gand-exchange reactions, the MUE is 12.5 kcal mol�1,
approximately equal to the error in the homolysis en-
ergy. The bond heterolysis MUE is 75.5 kcal mol�1,
comparable to the titanium results. This error can also
be traced to that in the ionization potential of ZrH3.

Tables S1 and S2 show that the errors in geometrical
parameters for zirconium are slightly larger than for
titanium, but are still reasonable with a MUEs of
0.15 Å, and 6.7�. The largest errors in bond lengths
again come from H–Zr bonds, where the MUE is
0.36 Å. There is again a difference in the MUEs of p and
r carbon–zirconium bonds, although they are both
within a reasonable range. Most of the second-row
bonds are consistently too long, and S–Zr and Al–Zr
bonds and Si–Zr bonds being overestimated by 0.05,
0.18 and 0.15 Å. The exceptions to this are Zr–Cl, which
has an MSE of 0.34 Å and Zr–P with is too short by
nearly 0.5 Å.

Discussion

A complete summary of the errors in calculated energies
obtained with AM1, PM3, PM5, MNDO/d and AM1*
is given in Table 10.

AM1* gives mean unsigned errors for the entire
dataset and for most elements 30–40% larger than those

obtained with the other parameterizations, of which
PM5 is slightly better than AM1 or PM3 for this dataset.
As found for P, S and Cl [1], the MNDO/d parameter-
ization is particularly reliable, both for heats of forma-
tion and heats of reaction. However, AM1* results for
heats of reaction are typically 50–100% better than for
the other methods, of which AM1 generally performs
best. The exception is MNDO/d. This situation is partly
the result of the fact that the heats of formation are
weighted less heavily in the AM1* parameterization
because of the additional heats of reaction. However, we
believe that the reason for this behavior also lies in the
nature of the parameterization process and the data used
to parameterize.

Consider the dimerization energy of AlF3. The cal-
culated heats of formation for the monomer all show
moderate errors (�3.2, 2.5, �8.6 and 6.7 kcal mol�1 for
AM1, PM3, PM5 and AM1*, respectively). The errors
for the dimer are generally larger (16.5, 1.9, 19.4 and 7.3)
but significantly AM1*, which gives the second largest
error for the monomer and the third largest for the
monomer, gives the best result (error=0.8 kcal mol�1)
for the dimerization energy. If the experimental heats of
formation were used to determine the dimerization en-
ergy, the value obtained (�51.5 kcal mol�1) would be
‘‘in error’’ by 5.3 kcal mol�1. PM3 gives a very good
dimerization energy (error=2.2 kcal mol�1) because it
is very accurate for both monomer and dimer, whereas
AM1 and PM5 give errors in reverse directions for
monomer and dimer, resulting in a very large error for
the dimerization energy. This is only one of many
examples to be found in the tables, but illustrates the
fundamental difficulty of using only heats of formation
to parameterize. Rogue data [36, 37], which certainly is
present in the parameterization dataset, can cause dif-
ferent systematic deviations according to the circum-
stances and the nature of the systems. The three
Ti(Cp)2(MeC6H4O)2 isomers, for instance, show an
inconsistency for the 3-isomer that has little effect on the
parameterization. All four methods give an error about

Table 6 (Contd.)
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10 kcal mol�1 larger for this compound than for the
other isomers. More significant are errors in heats of
formation that may skew the parameterization for a
given type of bond can occur if only one member of a
class of compounds is in error.

We have used DFT calculations extensively to check
experimental data and to provide training data that
would otherwise not be available. This procedure brings
the danger that systematic errors in the DFT results will
be introduced into the parameterization but we see little

Table 7 DFT and semiempirical calculated energies for the reactions used in the titanium training set. The errors are color coded as for
Table 2
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Table 7 (Contd.)

Table 8 Experimental and calculated heats of Formation, dipole moments and vertical ionization potentials for the zirconium training set.
The errors are color coded as for Table 2
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alternative at the moment. The dichotomy between the
results for (experimental) heats of formation and (DFT)
bond-dissociation energies illustrates that there are
insufficient accurate experimental data for a truly robust
parameterization for elements like the ones treated here.

There is, however, a more fundamental reason than
missing or inaccurate experimental data for using heats
of reaction rather than relying only on heats of forma-
tion. Semiempirical molecular–orbital techniques are
almost never used to calculate heats of formation (i.e.

Table 9 DFT and semiempirical calculated energies for the reactions used in the zirconium training set. The errors are color coded as for
Table 2
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the heat of formation is not the quantity of interest).
They are used to compare energies between isomers,
calculate bond energies, heats of reaction, complexation
and binding energies and a host of other applications
that all depend on the difference between one or more
calculated energies. Thus, the heats of formation initially
provided the basis for parameterizations of methods like
MINDO/3 and MNDO because there were few alter-
natives. We do not usually care if, as in the case of the
AlF3 dimerization, if the calculated heat of formation is
off by 6–7 kcal mol�1, as for AM1*, or even more.
What we care about is the energy difference between the
sum of two monomers and the dimer. Moreover, in the
case of sequential parameterizations (first fitting H, C,
N, O compounds, fixing the parameters and then fitting
F, etc. As in MNDO, AM1, and AM1*), then known
limitations in the previous parameters can significantly
skew the results of a computational study in which
reaction energetics are calculated.

For the above reasons, we have made extensive use of
calculated heats of reaction for the parameterization of
AM1* for Al, Si, Ti and Zr. We will continue this
practice for further transition-metal parameterizations.
Detailed comparisons between AM1* and the methods
like PM5 that rely more heavily on heats of formation
will show whether the former really is more robust for
applications.
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